PeopleSoft System Monitor

 for Win2K

(tmadmin.pl)

Overview:
This program is the basis for capturing information on your PeopleSoft System.  The driving reason for checking these conditions was to notify someone when severe App Server Queuing is occurring.  As the program evolved, we thought it would be nice to capture usage information, so we could correlate that to Queuing, or just have historical information.  Some of the information captured is stored in Database tables for future reference, or reporting.  Configuration allows for the following information to be captured, and notifications sent as noted:
· Database Status Change (available / unavailable).  Notification is sent upon change in status of either a database being monitored for Process Scheduler Hanging, or the logging database becoming unavailable,….  The program will continue monitoring, but will not try to log to the database if it is down.
· Users connected to App Server.  This information is stored in the PS_Monitor database tables and may be easily queried to show usage information.
· App Server Queuing over configured threshold.  Notification will be sent if a monitored App Server exceeds the set threshold.  There is also a threshold at which, the Queue information will be saved to the PS_Monitor database.  Example:  Log to table if Queue exceeds 0, Send Page if Queue exceeds 5.
· Process Scheduler Stuck due to Crystal/nVision bug (fixed in PT8.42.10 ?).  If this condition is met, a page will be sent.  When the condition clears, another notification will be sent.  The condition to trigger this, is that the last Crystal process shown in the Process Monitor is in Error state, with message “Process Initiated, but no longer processing.”
Installation:
This service should be installed on the App Server machine if you plan to monitor App Server Users or Queuing.  For Process Scheduler Checking, you can be on any server that can make an ODBC connection to the PeopleSoft Database.

· This program is implemented in Perl, which can be downloaded from ActiveState (http://aspn.activestate.com/ASPN/Perl), however it is easiest to just copy the current directory to the target machine.  (Contact Hennessy Consulting if needed).
· Copy tmadmin sub-directory to destination server.   
· Modify tmadmin.cfg to reflect your preferences and databases for logging and monitoring.

· To install service:
cd to c:\tmadmin
c:\perl\bin\perl  tmadmin –i


· Go to Administrative Tools, Services and find the new service “PeopleSoft Monitor Util.”   Change the Logon ID and Password to be the same as the ID that runs the PS Application Server.  Set  Startup Type to automatic.
· If Logging to a database, create your database, and run the TblBuild.sql script.

Configuration File:
The configuration file tmadmin.cfg is located in the tmadmin home directory.  There is more documentation in the file preceding each option.  With the exception of the NOTIFY option, all other options are only read in once at the startup of the service.  All Changes other than NOTIFY require the service to be restarted to be effective.  This section contains additional information for some options:

LOGDB:   This option provides the connection information for the database where information will be logged.   Connection is made using ODBC, so the DSN entry must exist on the server as well as this configuration setting.  If this value is not set in the file, logging will only be written to the log files.

CHECKDB:  This option provides the connection information for any PeopleSoft databases where you want to monitor for Hung Process Scheduler.  This condition occurs locking Crystal and nVision reports, but is said to be fixed by PeopleTools 8.42.10.  This value may be commented out if you do not want this type of monitoring.
SLEEPTIME:  This value determines how frequently the program should execute it’s checks.  The value is in seconds.

TUXCONFIG:  Has 4 fields separated by the pipe (|).  

Field 1 -  filename including path of the App Servers compiled Config file (PSTUXCFG).  

Field 2 - Threshold at which Queuing gets logged to file and database.

Field 3 – Threshold at which Queuing causes notification.
Field 4 – Flag to turn on monitoring of users connected.  Y to turn on.

SMTPSERVER:  SMTP server to be used for notification.  Email notification is done using the CDO.Message component, and allows for use of a remote server.

NOTIFY:  There may be multiple NOTIFY lines, each specifying an email address that will be sent a message upon any of the configured alert conditions.  This section will be re-read each time an email is attempted.
Win2K Service Removal:
Service may be removed as follows:
cd to c:\tmadmin
c:\perl\bin\perl  tmadmin –r


Log Purging:
Currently this needs to be done manually.  Periodically, log files can be deleted, and rows deleted from the Monitoring database.  When deleting from the database, be sure to take into account any reporting that you want to do from the historical data.  You can use the DateTime field in each of the Monitor* tables to delete data prior to a certain point in time.

A nice enhancement to the tmadmin.pl program would be to add another field to the LOGDB configuration option, to specify a retention period(ie. 90 days).  The script could delete old rows once a day that exceeded that limit.

Troubleshooting:
· See Service installation through Administrative Tools/Services, Look for PeopleSoft Monitor Util.  Should run as same ID that runs App Servers, if monitoring any App Server(s).

· Check the log files that will be created in the directory where you put the program.

· Check PS_Monitor Database to see if current information has been written to the Monitor* tables.

· Check the OS  Event Application Log to see if there is an error on startup.
· Can force notification or logging of Queuing by setting the configured threshold to 0, and restarting the service.
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